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Abstract

Diffuse background present in electron diffraction patterns from protein crystals can produce significant
systematic error in intensity measurements. In certain regions of the diffraction pattern, this can even result in
systematically negative intensity measurements. Thus, it is important to remove the diffuse background to produce
more accurate measurement of structure factor amplitudes. The variable part of the continuous background arises
from disorder in the crystal with an intensity which depends on the type of disorder. We show how the diffuse
scattering can be calculated from a model for the disorder leading to a correction of intensities measured from
diffraction patterns. For crystalline bacteriorhodopsin (bR) in native p3 (a = 62.45 A) purple membrane the best
correction for several models tested is obtained by assuming that the disorder comes from random displacement of
the trimer of bR molecules as a rigid unit. The correction was applied to intensity measurements using improved
error estimates based on the experimental errors. The number of intensities previously measured wrongly to be
negative is about 10%. This is reduced by 4-fold to be in agreement with that expected from counting statistics. The

final corrected amplitudes gave a lower R-factor when used for refinement of an atomic model.

1. Introduction

Accurate measurement of reflection intensities
in electron diffraction patterns is of prime impor-
tance in the determination of the structure of a
crystalline sample. Subsequent calculation and
interpretation of the density map followed by
model building all depends on the measured data.
Therefore, it is necessary to study carefully
sources of error and correct for them where pos-
sible.

The extraction of intensity data from photo-
graphic film starts with the densitometry on a
scanner prior to computer processing [1]. Before
integration of the spot intensity on the computer

the background of inelastic scattering in the pat-
tern is subtracted and the non-linearity of the
film is corrected. The dominant part of the back-
ground comes from elastic and inelastic scattering
from the carbon support film and any embedding
medium, such as amorphous ice or glucose. It has
a radially varying distribution and is determined
as the average density at a given distance from
the centre of the pattern excluding spots. Once
this background is subtracted the remaining local
background is determined for each spot sepa-
rately by averaging the intensity surrounding the
spot approximately midway between the spot and
its nearest neighbours. This procedure assumes
the local background varies linearly with position.
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For 2-dimensional crystals of the p3 form of
bacteriorhodopsin (bR, purple membrane) about
10% of the reflections sampled along z * ,assum-
ing the thickness of a unit cell is 100.9 A, have
negative intensities after subtraction of the back-
ground. This is significantly more than expected
from error estimates suggesting a systematic error
in the intensity data. The error directly affects
the accuracy of structure factor amplitudes de-
rived from the intensities which are used to calcu-
late a density map. However, features in the map
are much more sensitive to the phases which are
measured independently from images. Hence, the
systematic error in the measured diffraction in-
tensities does not affect significantly the model
built into the density map, and, therefore, it was
ignored. However, in subsequent refinement of
the model against the amplitudes the error has a
larger effect and must be corrected. We show
here that a better approximation of the back-
ground can be obtained from a calculation of
diffuse scattering due to disorder in the crystal,
and that a correction based on this approximation
reduces the number of negative reflections to a
number in keeping with that expected from error
estimates.

The reflection intensities obtained from curve
fits of lattice lines along z* (see Section 4) are
normally converted into amplitudes using the
program TRUNCATE. The program is based on
an algorithm proposed by French and Wilson [2],
to provide a correct treatment of both positive
and negative experimental intensity measure-
ments. The program assumes that intensity mea-
surements are affected only by random errors
and, therefore, that for a weak spot the probabil-
ity of a negative measurement after background
subtraction depends only on the noise in the
data. Therefore, the standard deviation for each
measurement must be known accurately. Bayesian
statistics are used to estimate the positive mean
of the parent statistical distribution. The TRUN-
CATE algorithm is not able to correct for system-
atic errors due to diffuse background and the
program normally discards measurements more
negative than four standard deviations.

The present work focuses on modelling diffuse
scattering from 2-dimensional crystals of the p3

form of bR and leads to a correction in the data
published by Ceska and Henderson [3] and used
by Henderson et al. [4] to produce an atomic
model for the protein. A method for estimating
standard deviations of intensities based on global
fitting of the data is also described. These two
improvements are then applied prior to further
processing using TRUNCATE.

2. Estimation of the standard deviation in elec-
tron diffraction data

The standard deviation of a spot intensity
measured from a diffraction pattern could be
deduced from a sufficiently large number of inde-
pendent measurements. This is not a feasible
approach in biological electron microscopy or
diffraction since multiple exposure of the same
sample is not possible due to beam damage and
the diffraction patterns from two crystals always
differ due to slight differences in orientation.
Thus, it is necessary to obtain error estimates
based on counting statistics and the overall qual-
ity of the data set. To a first approximation the
standard deviation ¢ in an intensity measure-
ment is given by counting statistics from the num-
ber of electrons in a particular reflection. For the
intensity I given by the number of electrons in a
particular measurement we have:
o(I)=VI. (1)
In X-ray diffraction the estimate of the error is
often obtained by fitting an averaged profile to
each spot. The fit is done by least squares and
yields an error for the profile scale factor and,
hence, intensity which is based on the standard
deviation of the measurements at each pixel con-
tributing to the profile. If there are symmetry-re-
lated reflections the estimate can be improved
further by comparing the independent measure-
ments of the same diffraction peak.

In electron diffraction a simpler method has
been used which estimates the error in measure-
ment of a particular pair of reflections as the
difference between the Friedel mates. The curva-
ture of the Ewald sphere and dynamical (multi-
ple) scattering cause Friedel-related reflections to
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have different intensities and, therefore, lead to
an overestimate of the error in a measurement.
Both of these effects should be small, however
[5]. The error from a Friedel pair difference
relies on only two measurements for each reflec-
tion and may lead to unrealistically high or low
error estimates if it is used directly. An improved
estimate can be obtained from the measurements
by determining a set of parameters which de-
scribe the standard deviation for each reflection
in the whole data set. The parameters were cho-
sen to be intensity 7 (cf. Eq. (1)) and reciprocal
space coordinate z* (perpendicular to the plane
of the 2-dimensional crystal). The coordinate z*
of diffraction spots increases with the specimen
tilt angle and corresponding spots are more
blurred due to slight sample buckling (lack of
perfect flatness). The variance of the measured
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underlying film background. The area is roughly
proportional to z*? and we may write for the
calculated variance ¢ of a spot intensity:

o1, z*)=r +r,l+ryz*2+rdz*?, (2)
where ry to r, are constants which can be deter-
mined from a least-squares fit of the function Eq.
(2) to the observed variance o2 ([, z*). A
weighting factor, r,, for a particular film k may
be introduced to give the final new estimate for
the variance:

oiw(l, 2%, k) =r.a(1, z*).

new

3

The weighting factor allows for variations in the
strength and quality of each diffraction pattern
and is calculated as:

g,
intensity of a blurred spot thus increases with the e Tk , 4
area occupied by the spot due to noise in the Ok
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Fig. 1. Projection map of the native p3 form of bacteriorhodopsin at 6 A resolution. The extent of the protein trimer is indicated by

a surrounding circle.
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with
2 2
Z Gobs/ g
all retgfctizns
on film

n—1

where n is the number of reflections on film &
and o, may be interpreted as a relative standard
deviation of intensities on film k. o, is the aver-
age over all films.

3. Diffuse scattering from partially disordered
crystals

Coherent elastic electron diffraction into dis-
crete spots is always accompanied by diffuse
background. This is partially due to inelastic scat-
tering in the sample, such as scattering by plas-
mons, core losses and, in some cases, thermal
diffuse scattering (phonon scattering). In biologi-
cal specimens, a major contribution originates
from frozen-in disorder in the crystal. These are
small displacements of molecules and atoms
within molecules from their positions given by the
underlying lattice and the average structure, re-
spectively. When the specimen is held at liquid
nitrogen temperatures the displacements are
static and random. In native bR the molecules
are arranged in closely packed trimers sur-
rounded by lipids which are more mobile (see
Fig. 1). The trimers have, therefore, some degree
of freedom to be displaced in the crystal plane.
Monomers are more restricted in their displace-
ment relative to the trimer due to the close
packing of the trimer. The displacement of adja-
cent trimers is uncorrelated if there are no cracks
in the crystal and the displacements are small
relative to the gap between trimers. In this case,
we may assume an isotropic Gaussian distribution
for the displacement vectors in the plane of the
crystal. The displacement vectors perpendicular
to the crystal are likely to be smaller due to
restraints by the supporting carbon film, lgut could
be of a similar magnitude in the 1-2 A region.
Preliminary results from crystallographic refine-

ment against an atomic model suggests the intrin-
sic order parallel and perpendicular to the mem-
brane is similar. :

A comprehensive review of diffuse scattering
of X-rays and neutrons by partially disordered
crystals is given by Jagodzinski and Frey [6] and
Benoit and Doucet [7). The results are also appli-
cable to electron scattering. The distribution of
the diffuse intensity depends on the nature of the
disorder. If the molecules are well ordered and
only the atoms within each molecule deviate from
their average position the diffuse background will
be constant for a given scattering angle. The
situation changes if groups of atoms are displaced
as a rigid unit. In bR we may expect that, apart
from the intramolecular displacement of individ-
val atoms, the trimer and perhaps part of the
lipids are displaced as one unit. The diffuse back-
ground is then given by the scattering of this unit,
i.e. the molecular transform of the trimer, and
the distribution is no longer isotropic. To subtract
the background accurately from the spot intensity
it would have to be measured close to each spot.
This is normally done with X-ray diffraction pat-
terns where spots are stronger because the crys-
tals are very big. In electron diffraction patterns
from 2-dimensional crystals the spots are weaker
and blurred in tilted specimens if the sample is
not perfectly flat. Generally, the crystals are lim-
ited in size and large areas of background must
be measured between spots to increase the accu-
racy with which the background is measured.
Similarly in data from tilted specimens, spot blur-
ring also means that the background must be
measured well away from the spot centre, e.g.
halfway between two spots. For a spot located at
a background minimum this will give an overesti-
mate of the background. Likewise, the back-
ground is underestimated for a spot at a maxi-
mum in the diffuse background. The error affects
both weak and strong reflections and will in-
crease the noise in the density map calculated
from amplitudes based on the background-cor-
rected intensities. A more accurate model for the
diffuse background will, therefore, improve the
density map and models derived from it, and lead
to a better refinement of the model against the
corrected amplitudes.
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3.1. Calculation of the diffuse background from an
atomic model

The average structure factor F(q) for a crystal
with disorder is given by:

Fo(q)
= Zfi(q) exp( —2wiq - r;) exp(—B,g*/4),
(6)

where the sum runs over all atoms i in one unit
cell. f(q), r; and B, are the form factor, coordi-
nate and temperature factor for atom i, respec-
tively, and g is the modulus of the scattering
vector q. If groups of atoms within the unit cell
are displaced as rigid units we may write the
structure factor F(q) as a sum of structure fac-
tors Fi(q) for each group:

Fy(q) = ZFj(q) exp(—BJ-Gq2/4), @)
with
F(e)= X fda)exp(-2miq-r;)

i€group j

xexp( —B;,q4%/4), 6))

where BjG and B;; are the temperature factors
for group j and atom i within group j, respec-
tively. For simplicity we have assumed the dis-
placement of the rigid units is isotropic and can
be described by scalar temperature factors. This
seems to be true for bR (see Section 4). Thus, the
displacement of atoms in each group is the sum
of displacements of the group as a whole and
atoms relative to it, and B;=BF + B;,. The at-
tenuation of the structure factor for each group
at higher resolution depends on the temperature
factors B;,. Even if the overall structure factor
F,(g) is attenuated by groups being displaced
relative to each other individual groups may still
scatter coherently. Coherent scattering from a
randomly displaced group results in diffuse back-
ground with a modulation given by the structure
factor of the group. The amount of diffuse scat-
tering depends on the resolution. Using the Pat-

terson function approach [8] we find for the dif-
fuse intensity I,(q):

I(q) = ¥ (1 - exp[ - BSq*/2])| E(2)]

J

+Y ¥ (1-exp[-B;,4*/2]}fX(q). (9)

j i€group j

In Eq. (9) we assumed all groups are displaced
independently of each other. This is a good ap-
proximation for displacements small enough to be
unrestrained by adjacent groups.

The second term in Eq. (9) includes incoherent
scattering from individual atoms which is isotrop-
ically distributed around the central beam. As
described above, this part of the background is
subtracted correctly and can, therefore, be ig-
nored in the following discussion. The first term
in Eq. (9) describes the modulated diffuse back-
ground from groups of atoms. During processing
of a diffraction pattern on the computer the
background found approximately halfway be-
tween spots is subtracted from the spot intensity.
The error I.(g) for a spot at ¢ =g made accord-
ing to Eq. (9) is thus:

I(g) =1(g) —1s(g+4q,), (10)

with

I(g) = ¥ (1-exp[-BFe?/2])|F(e)|. (11)

J

I,(g + q,) signifies the average diffuse scattering
power between spots with p the fraction of the
distance to nearest neighbour spots. In our case
p=0.5.

If the sample is not flat, spots will be blurred
and density is spread over a bigger area. Thus,
spot intensities have to be integrated over a larger
area. This causes an increase in the contribution
of the diffuse scattering to the experimental mea-
surement because the blurring increases with the
reciprocal space coordinate z* perpendicular to
the sample plane. If A(z*) is the area at z* over
which to integrate the spot, the diffuse back-
ground contribution to the integrated intensity is
A(z*)I(g). The contribution of diffuse back-
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ground which is subtracted from the integrated

intensity is A(z *)I4(g +q,) and, hence,

In(8) = Io(8) +A(z")[1s(8) ~T.(e +4,)],
(12)

where I,(g) and I(g) are the observed and

true spot intensities, respectively. To arrive at the
corrected intensity I,.,(g) we therefore have:

Inew(g)=10bs(g)+1c(g)’ (13)
with
I(g) =A(z") (g +q,) — I(8)]- (14)

In the case of bR (Section 4) it was found empiri-
cally that A(z*) is approximately given by:

A(z*)y=c(1+c,z"), (15)

with ¢, and ¢, constants. These constants and the
temperature factors BjG (Eq. (11)) are deter-
mined as follows. A correlation coefficient L,
can be calculated between observed negative in-

tensities I, (g) and corrections I(g),
Z Iobs(g)lc(g)
I,negative
L= (16)
> Y [as(8)1(8)]
I ,negative

The correlation coefficient, L, indicates how
well the model for the rigid units accounts for the
background. A perfect model should give L, =
—1.0. We may define another correlation coeffi-
cient L., for the corrected intensities I,,(g).
Once the diffuse background has been removed
the remaining negative reflections should be un-
correlated with 7(g), and L., should be zero.
Another measure for a successful correction is a
reduction in the number of remaining negative
reflections. These can be quantified by a ratio M
where:

I Z Inew(g)
M= T0® {an

1,positive

The correct model for the rigid units should
minimise M. The constants c;, ¢, and the tem-
perature factors BjG are chosen to minimise
| Lyew | +1MI.

new

The sum over all corrections I (g) should be
small as corrections for weak and strong reflec-
tions should be of opposite sign and cancel. The
sum over I (g) can be given as percentage S of
the average absolute value of I (g) which can be
used as a check that the behaviour is correct:

11 flZ IC(g)
S5 o] (18)

all reflections

After correction of intensities for diffuse scatter-
ing and estimation of new standard deviations for
each measurement (see Section 2) a statistical
target N, for the number of remaining negative
reflections N can also be calculated as:

! Foeu(8)[
. ) (19)

where erfc is the complementary error function,

F_..(g) are the structure factors calculated from
the background-corrected intensities and oy, are
the estimates of standard deviations of reflection
intensities given in Section 2.

N,=05 Y

all rcﬂections

3.2. Calculation of the diffuse background from a
density map

In Eq. (6) it is assumed that the atomic struc-
ture of the crystal is accurately known. In most
cases the resolution obtained from electron mi-
croscopy of 2-dimensional protein crystals does
not allow model building and even if the resolu-
tion is sufficiently high for interpretation at the
atomic level the model usually shows disagree-
ment with the measured data at an R-factor of 25
to 30%, at least for the very small number (two)
of structures so far examined. Calculating a cor-
rection from a model which is later added or
subtracted from the measured data may also in-
troduce a bias for or against the model leading to
spurious results in later refinement. Also, as will
be seen later, the inaccuracy of the model may
result in poor correction of the data. It is thus
desirable to calculate the diffuse background di-
rectly from the map calculated from the observed
data.
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Table 1

Complete reflection file for bacteriorhodopsin and reset standard deviations after curve fitting

Resolution (;\) Number of independent Number of films Number of standard
reflections measured deviations reset

2.5 58457 150 39016

To do this we start by assuming the measured
data has no diffuse background component in it
and leads to structure factors F,(g) given by Eq.
(6). We further assume that apart from the inten-
sities we also have phases for all reflections in the
resolution range considered. This means we can
calculate a 3-dimensional density map to use in-
stead of an atomic model. To get the structure
factors of a particular rigid unit we have to isolate
the unit by masking off the remaining density in
the map. More specifically, we start with a map
p(r) which is the inverse Fourier transformation
of a set of structure factors Fy(g) as given by Eq.
(6). To get the density p/(r) of a rigid unit j we
cut out some density by multiplication with a
shape function s(r) describing the envelope of
the rigid unit:

pi(r) = p(r)s(r). (20)

A forward Fourier transform will then give the
structure factors of rigid unit j (cf. Eq. (8)).

F(a) = [(Fo*5)(a)] exo(BFq>/4). (21)

The # signifies a convolution and s(q) is the
shape transform of the rigid unit. The exponen-
tial compensates for the attenuation of Fy(g)
caused by random displacement of rigid unit j.

Table 2

Least-squares fit parameters for o?=r +r,/+ryz*%+
ryIz *?, tesulting R-factor and linear correlation between data
and fit for different combinations of parameters

2

Parameters R-factor Linear
used in fit correlation
ry 0.96 0.0

ry 0.84 0.51

ry 0.84 -0.10

ry o 0.69 0.52
ryrs 0.95 0.07
ryry,rs - 0.69 0.52

ry Ty, ra, ry 0.68 0.52

The convolution with s(g) causes interference
between reflections. If the rigid unit is compara-
ble in size with that of the unit cell the power of
s(q) concentrates around g =0 and will be small
beyond the nearest neighbour spots. This means
that interference is mainly between adjacent re-
flections and higher orders can be neglected in
the evaluation of Eq. (21).

The ideal structure factors are not known and
we have to use the observed structure factors
F,(g) as a first approximation. Thus, using Eqgs.
(11), (14) and (21) we finally have:

Loew(8)
=1,(8) +A(z") Z [exp(Bng2/2) - 1]

X ['(Fobs * sj)(qp)|2_ |(Fobs * Sj)(g) |2]
(22)

| (Fops * 5;)(a,) | ? signifies the average diffuse
scattering power between spots, as before. Phase
information usually does not extend to resolution
as high as for amplitudes. If the phase relation in
a pair of adjacent reflections is unknown we have

20 T T T T T T T
@]
16 |- -
o«
E 12 } ]
z
o
S
2 8 .
4 |- 4
O
l(ZD O
0
0.2 1.6 1.8
Weight r,

Fig. 2. Distribution of film weighting factors r, for all films
(total = 150). The line is a least-squares fit of a Gaussian.
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to take the average intensity for a random distri-
bution of phases which is equivalent to adding
the intensities of both reflections at point g,,.

The background between spots in a particular
diffraction pattern should be calculated at points
lying in the plane of the diffraction pattern each
one of which represents a central section through
the 3-dimensional transform. The intensities of
spots from each diffraction pattern are merged to
create the sampling along lattice lines of particu-
lar 4 and k indices. This produces more reliable
intensities. However, the orientation of planes of
individual patterns cannot easily be retrieved from
the merged data. The background is therefore
calculated in planes perpendicular to z *. This is
a good approximation for tilt angles of up to 60°
and for thin crystals where the intensity of the
lattice lines does not vary rapidly.

4. Results for bacteriorhodopsin

New estimates for the standard deviations of
intensities measured from diffraction patterns
where calculated for bacteriorhodopsin using the
procedure described in Section 2. The results are
summarised in Tables 1 and 2. A fit using only
parameters r, and r, gave a high correlation with
the error estimates. Further terms in Eq. (2) did

Table 3

0.6 |-

0.4

cl[exp(B$g2/2)-1]

() | L | Il
0.05 0.1 0.15 0.2 025  glAY

200 100 6.7 5.0 4.0 Resolution [A]
Fig. 3. Scale factor ¢;[exp(BSg?/2)—1] for the diffuse back-
ground calculated from the density map assuming the trimer
without lipids as a rigid unit. The scale factor ¢;=0.29 and
the temperature factor for the trimer, BS =16 A? (see Table
3).

not improve the fit and were omitted. The distri-
bution of film weighting factors r, is shown in
Fig. 2 and resembles approximately a Gaussian
with a standard deviation of 0.16 indicating that
most films were of approximately equal quality.
Lattice lines were fitted to the complete set of
measured intensities using the program SYNC-
FIT [9] and a list of indexed reflections and
errors based on the curve fit was obtained. In this
initial curve fitting 363 out of 4753 reflections
were negative. The intensities to 3.5 A resolution

Results for the correction of diffuse background assuming different models for the rigid units

Rigid Units 3 monomers Trimer Trimer and lipids Trimer
(atomic model) (atomic model) (density map) (density map)

Resolution of intensity data 35A 354 35A 35A

Number of reflections 4753 4753 4753 4753

Number of phases 4753 4753 3766 3766

Negative reflections at start 363 363 363 363

Correlation L -0.45 —0.68 -0.85 -097

Correlation L, 0.00 0.00 0.00 0.00

Sum of all corrections S -0.17 —0.26 —0.64 0.03

Remaining negative reflections 346 322 269 94

Rigid unit temperature factor BS =19 A2 BS =4 A2 BS =8 A? BS =16 A2

Overall scale cy 0.25 1.13 0.76 0.29

z* scale ¢, 8.32 9.75 28.59 37.53

The rigid unit temperature factor B%-" should be compared to the overall temperature factor for the atomic model at 18 Az’
reflecting both the displacement of rigid units and atoms within them. The statistical target N; of remaining negative reflections
calculated using intensities with improved error estimates and corrected for diffuse background was 70 which is close to the number
actually achieved using the trimer without lipids from the density map as a rigid unit.
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Fig. 4. Ratio of the sum of negative and positive reflections,
M, and correlation coefficient, L ,,, after application of the
diffuse scattering correction with variable scale factor c,. The
optimum scale factor ¢, =0.29 (see Table 3) found by min-
imising | L., | + | M | is marked by an arrow.

were then corrected for diffuse scattering. The
tightly packed trimeric arrangement of bR in
native purple membrane separated by a sur-
rounding ring of lipid molecules (see Fig. 1) sug-
gests the protein trimer behaves as a rigid unit
(see Section 3). In this case there is only one
temperature factor, BS = BS, for the trimer (Eq.
(7). Depending on strength of the lipid—protein
and the protein—protein interactions possible al-
ternative choices of rigid units might be a protein
trimer including the adjacent ring of lipids or
three separate protein monomers being displaced
independently. The temperature factors for each
monomer must be equal for symmetry reasons,
and BZ =BY = B = BS.

Table 4
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The diffuse background for three monomers
and a trimer was calculated using a version of the
atomic model for bacteriorhodopsin derived by
further refinement from that published by Hen-
derson et al. [4]. The model had an overall R-fac-
tor of 25% and a phase residual of 66° compared
to still noisy experimental phases measured inde-
pendently from images. It was assumed that the
displacement of the rigid units is isotropic be-
cause the overzll temperature factor for the
atomic model was found to be approximately the
same in every direction. Both models for the rigid
units, when used to derive a diffuse scattering
correction, lead to a reduction in the number of
reflections with negative intensities. However, the
values for the correlation, L., between ob-
served negative reflections and corrections, and
the number, N, of remaining negative reflections
clearly identify the trimer as the more correct
model (see Table 3). However, neither model
meets the statistical target N, = 70 for remaining
negative reflections. In the last two columns, the
experimental density map was used to calculate
the background, as described in Section 3.2, both
for a trimer including lipids and for a trimer
without lipids. Despite some missing phase infor-
mation the correlation, L, between observed
negative intensities and corrections is then much
higher (89% and 97%). The correction derived
from the trimer including lipids reduces the num-
ber of negative reflections further but the best

Negative reflections before and after correction for diffuse background, divided into resolution zones, the statistical target value of
remaining negatives and the average correction relative to the original intensities

Resolution Number of Negative I, Negative I, Target N Average
reflections correction
27.0-10.3 170 0 0 1 1%
10.3-7.6 289 7 5 3 2%
7.6-6.3 355 9 6 4 6%
6.3-5.5 426 17 4 4 10%
5.5-4.9 467 19 4 2 17%
4.9-45 524 38 5 3 27%
4.5-42 577 50 8 5 30%
4.2-3.9 612 49 7 6 32%
3.9-37 644 69 18 14 37%
3.7-35 - 689 105 37 28 32%
27.0-3.5 4753 363 94 70 18%
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Fig. 5. Two examples of lattice lines at different stages of improvement. Lattice line (1, 8) is shown in its original state in (a), with
new standard deviations in (b), and corrected for diffuse scattering in (c). Plots (d)-(f) show the same stages for lattice line (2, 6).
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Fig. 5 (continued).
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result of all was obtained for a trimer without
lipids. The number of remaining negative reflec-
tions for this model was 94 which is close to the
statistical target. This suggests the outer lipids
are not displaced coherently with the trimer. The
result also fits well with how the crystal compo-
nents pack and repack, for example, in other
crystal forms [10] where the trimer behaves as a
rigid unit relative to the lipids and the neighbour-
ing trimers. It might also be expected that when
the trimer is displaced, the lipids move out of the
way like a liquid. The improvement of the correc-
tion based on the density map over that based on
the atomic model is likely to be due to the inac-
curacy of the model. The temperature factor BS
at 16 A? for the trimer is in good agreement with
the overallo temperature factor for the atomic
model (18 A2?) which should be an upper limit. A
plot of the scale factor for the diffuse background
in Fig. 3 and the average correction for a particu-
lar resolution zone in Table 4 show that the
backgrouncoi correction is small at a resolutiop
below 10 A and increases rapidly beyond 4.5 A
resolution to about 30%.

Fig. 4 shows how the correlation coefficient,
L., and the ratio of the sum of negative and
positive reflections, M, change with the overall
scale factor c,. Similar plots may be obtained for
the scale factor ¢, and the temperature factor
BS. L., is a steep function of ¢, and the inter-
cept at L ., =0 determines c, accurately. The
number of remaining negative reflections repre-
sented by the ratio M has a minimum close to
the intercept at L., =0 and does not change
much in the vicinity of its minimum. This means
that a small increase in ¢, further removes reflec-
tions which were previously negative and causes
an approximately equal number of positive reflec-
tions to become negative. A small decrease in ¢,
has the opposite effect.

As an example of a lattice line with large
negative regions the lattice line (h, k) =(1, 8) is
shown in its original state [4] in Fig. 5a, with new
standard deviations in Fig. 5b and corrected for
diffuse scattering in Fig. 5c. In the first plot the
error bars are those measured from the Friedel
pair differences but with errors below a given
value reset to that value to avoid singularity of

the least squares fit matrix for Friedel pairs acci-
dentally measured as zero or close to zero. The
principal difference between the first and second
plot lies, therefore, in regions where standard
deviations are small and mainly in regions of
small intensity. The new standard deviations do
not change the lattice line fit significantly. Their
main effect comes into play when the intensities
are subsequently converted to amplitudes using
the program TRUNCATE. Negative intensities
frequently occur at about z* =0.2 A1 in both
plots. These are completely removed in the third
plot which also shows changed peak envelopes
and intensities. The plot suggests that the back-
ground correction tends to increase small intensi-
ties whereas large intensities are decreased. This
is a consequence of the nature of the background.
The background in weak reflections measured as
the intensity between spots is generally an overes-
timate due to spillage of intensity from adjacent
strong reflections, and the background correction
will be an addition of intensity. The background
in a strong reflection peaks approximately at the
position of the spot and falls to a smaller value on
the way to adjacent weaker spots. The back-
ground estimate from the interstitial intensity is,
therefore, likely to be too small for strong reflec-
tions, and the correction will be a reduction.

In Figs. 5d-5f a second lattice line, (h, k) =
(2, 6), is shown with fewer negative regions, at
different stages of processing analogous to Figs.
5a—5c. Small intensities remain approximately the
same and are close to zero. As in the first exam-
ple, all negative regions were removed by the
correction. Lattice line (2, 6) is a typical curve
where the minima are conserved after the diffuse
background correction. Overall, it is clear that
this diffuse scattering correction represents a sig-
nificant change in the estimated structure factors.

As shown by Wilson [11] the distribution of
reflection intensities is sensitive to the crystal
symmetry. A ratio p can be defined as:

|F|?
p=—75> N (23)

with | F| and I the average structure factor am-
plitude and the average reflection intensity, re-



N. Grigorieff, R. Henderson / Ultramicroscopy 60 (1995) 295-309 307

spectively. Assuming a uniform distribution of
atoms in the unit cell p, = 0.637 for a crystal with
a centre of inversion (centric) and p, = 0.785 for
a crystal with no centre of inversion (acentric).
The p3 crystal form of bR in native purple mem-
brane is acentric. The atoms are not uniformly
distributed but the structure mainly consists of
helices. Thus, the intensity distribution may devi-
ate from Wilson statistics. p,gz was estimated
from the atomic model used in Section 4 to
calculate the diffuse scattering correction, and it
was found that p,p = 0.737. For the original re-
flection intensities I, p.,s =0.703. Here, the
structure factors were taken as the square root of
the intensities (negative reflections were ex-
cluded). Similarly, for the corrected data, I, a
value p, ., =0.742 was obtained which matches
very closely the target value p, from the atomic
model and is also closer to the theoretical value
for an acentric random atom structure.

To check that the final improvement in the
data could also be observed from an entirely
different type of calculation, an initial atomic
model built into the experimental density map
but without any refinement and having an initial
R-factor of about 47% was refined in 200 cycles
of Hendrickson—Konnert refinement using uncor-
rected and corrected structure factors. The final
R-factors were 30.60% and 30.20%, respectively.

5. Discussion

The high correlation of positive corrections
with negative intensities and the 4-fold reduction
of the number of negative reflections strongly
support the model we use for the diffuse back-
ground. As shown in Table 4 the difference be-
tween the number of reflections with negative
intensities after correction gmd the statistical tar-
get is negligible up to 3.9 A and goes up only in
the last two resolution zones. Several assump-
tions were made in the calculation of the correc-
tion which could lead to remaining minor dis-
crepancies. First, in Eq. (22) the true structure
factors were approximated by their observed val-
ues including errors due to inaccurate estimates

of standard deviations and diffuse scattering. At
higher resolution the diffuse background be-
comes stronger while the measured intensities are
weaker. This causes an increase in the noise as
well as a larger deviation of the observed struc-
ture factors from their true values, making the
approximation in Eq. (22) worse. The incorpora-
tion of improved standard deviations in the ob-
served structure factors before correction of the
diffuse background is not possible since the
smaller errors (see Fig. 4) cause rejection of most
negative reflections when converting intensities to
amplitudes using TRUNCATE. This is because
the rejected reflections are much more negative
than expected from their improved errors, due to
the systematic error we are intending to remove.

A further source of error is due to the position
at which we calculate the interstitial background.
As pointed out in Section 3 the interstitial posi-
tions were taken to be at the same z * coordinate
as the spots being considered. Experimental
diffraction patterns are sections through recipro-
cal space at an angle equal to the tilt angle of the
crystal. The correct interstitial positions would,
therefore, lie at z* coordinates above and below
the spot.

Third, not all phases to 3.5 A are known from
experiment (see Table 3) and a further approxi-
mation must be used. This leads to additional
errors in the diffuse background calculated from
the experimental data. With a more accurate
atomic model for bR missing phases could be
replaced by those calculated from the model.
Calculation of the entire diffuse background (am-
plitudes and phases) will give a better correction
than that calculated using the density map if the
atomic model is sufficiently accurate and has
been refined against a different set of data. If the
background is calculated from a model with a
certain R-factor against the observed data which
we aim to correct, the correction is likely to
increase the R-factor. This is because in Eq. (14),
the intensity calculated at the spot, I,(g), is sub-
tracted from the observed intensity. Since the
square root of I,(g) matches exactly the structure
factor amplitudes from the model subtraction of
1,(g) selectively removes a fraction of the data
which is in agreement with the model leading to
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an increased R-factor. Using a model derived
from and refined against a different data set will
not have this bias.

Finally, the trimers have been assumed to be
randomly displaced (see Section 3.1). For large
displacements this assumption might not be valid,
even with negligible protein-lipid interaction, be-
cause adjacent trimers will constrain the maxi-
mum distance of displacement to that given by
the averaged distance of trimers visible ino the
projection map in Fig. 1, i.e. to about 6 A. A
quick calculation shows that the RMS value of
the random displacement A with mean square
value A? giving rise to the temperature factor
BS =87?A% is 0.44 A for B¢ =16 A’ This is
compatible with the concept of independent dis-
placement of the trimers and no inaccuracy in the
calculated background should arise from this as-
sumption.

An improved correction for the diffuse scatter-
ing could be calculated from the corrected struc-
ture factor amplitudes that have been derived
from intensity data using improved error esti-
mates and corrected for diffuse scattering using
the initial amplitudes. This would be a second
cycle of correction leading to an iterative proce-
dure which could deal also with larger initial
deviations of the observed amplitudes from their
true values. Indeed, the number of negative re-
flections is further reduced in a second cycle (not
shown here). However, possible inaccuracies in
the calculated background other than those due
to errors in the observed amplitudes, as described
in the preceding paragraphs, might be amplified
during the iteration, and, therefore, we regard
the correction after the first cycle as a safe com-
promise between the improvements in later cycles
and possible amplification of errors.

A correction of diffuse background in diffrac-
tion data arising from disorder in the crystal can
ba calculated for other crystals provided the dis-
placement of the atoms in the crystal occurs
collectively in rigid units. The likely rigid units
might be selected by inspection of the density
map. Alternatively, correlated displacement of
atoms in a crystal may be predicted by analysis of
normal vibrational modes or molecular dynamics
simulations [7]. Since protein molecules are likely

to be displaced approximately as rigid units and,
depending on the strength of the protein—protein
contacts, several molecules might be included in
one unit. In the p3 form of purple membrane,
apart from the tight arrangement of bR molecules
in a trimer visible in the projection map (Fig. 1)
the strong binding between the monomers in the
trimer is evident from a different crystal form
where 80% of the lipids were removed upon
treatment with sodium deoxycholate [10]. In these
crystals the trimer structure was conserved with
no observable modification of the bonding be-
tween the monomers. A few remaining lipids
were located in the middle of the trimer suggest-
ing they are not easily separable from the trimer
and, therefore, are part of the rigid unit. In
crystals where more than one distinct rigid unit
exist, the temperature factors BjG have to be
determined for each unit. Also, it may be the case
that the displacement is not isotropic and the
scalar temperature factors have to be replaced by
tensors. If the dimension of a rigid unit is only a
small fraction (1/5 say) of that of the whole unit
cell its molecular transform is much broader than
the transform of the unit cell. Thus, the diffuse
background caused by random displacement of
this rigid unit varies slowly from one spot to the
next in an electron diffraction pattern and, there-
fore, can be neglected in the correction described
here.

6. Conclusions

By assuming a model for the diffuse scattering
in diffraction patterns from partially disordered
crystals we were able to reduce the influence of
diffuse background in diffraction data from 2-di-
mensional crystals of bacteriorhodopsin. The cal-
culated correction, based on a crystal with trimers
of bacteriorhodopsin displaced as rigid units, ac-
counts for most of the disorder. The number of
negative reflections present in the uncorrected
data set decreased 4-fold to a value close to its
statistical target. On average, the correction had
a magnitude of 18% of the original intensities.
The improvement in the data, when used for
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refinement of an atomic model, lead to a marginal
R-factor reduction of 0.40%.
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