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Abstract

The refinement of three-dimensional reconstructions and correction for the contrast transfer function of the microscope are important
steps in the determination of macromolecular structures by single particle electron microscopy. The algorithms implemented in the com-
puter program FREALIGN are optimized to perform these tasks efficiently. A general overview and details on how to use FREALIGN
are provided. The program is free and available for download on the author’s web page.
� 2006 Elsevier Inc. All rights reserved.

Keywords: Image processing; Electron microscopy; Protein structure; FREALIGN
1. Introduction

The determination of protein structures by electron
microscopy of isolated molecules and complexes (single
particles) has become one of the main techniques used to
visualize large cellular structures, such as the ribosome
(e.g. Klaholz et al., 2004; Rawat et al., 2006) or spliceo-
some (Boehringer et al., 2004; Jurica et al., 2004), or small-
er complexes, such as the transferrin receptor (Cheng et al.,
2004). In many cases, this technique now yields structures
at sub-nanometer resolution where secondary structure
can be recognized (e.g. Cheng et al., 2004; Fotin et al.,
2004; Halic et al., 2005; Ludtke et al., 2004). The structure
determination from images of single particles usually
begins with the selection of particles, a process that can
now be automated (Zhu et al., 2004). Several steps then fol-
low in which the particle images are aligned and classified.
An initial three-dimensional (3D) reconstruction is
obtained from these class averages using, for example,
the random conical tilt (Radermacher, 1988) or angular
reconstitution procedure (van Heel, 1987). At this stage,
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the five alignment parameters for each particle (x, y trans-
lation and three Euler angles) are roughly known. For an
improved structure, these parameters need to be refined.
The most commonly used refinement procedures are based
on an iterative algorithm in which an existing 3D structure
is used as a reference to determine the initial alignment
parameters with higher accuracy. Iterations of alternating
3D reconstruction, using the improved alignment parame-
ters, and realignment of the particles based on the updated
3D structure, are performed until the alignment parameters
and 3D structure remain constant. This type of refinement
may not converge on the correct or true set of the param-
eters but, instead, on an incorrect local optimum. Global
optima can be found using a systematic grid search. The
computer program FREALIGN (Fourier REconstruction
and ALIGNment) has been designed to carry out efficient
refinement of single particle structures, starting from an
initial structure and approximately known single particle
alignment parameters (Grigorieff, 1998). FREALIGN can
also be used to determine initial alignment parameters, or
to find global optima, in a systematic grid search using a
reference 3D structure.

This article is primarily intended as an overview of
FREALIGN features with important information on
how to use them. Some of the theoretical background
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and details on the algorithms implemented in FREALIGN
are described elsewhere (Grigorieff, 1998; Rosenthal and
Henderson, 2003; Stewart and Grigorieff, 2004; Wolf
et al., 2006).

2. Overview and general philosophy

FREALIGN differs from other well-established image
processing packages, such as SPIDER (Frank et al., 1996),
IMAGIC (van Heel et al., 1996) and EMAN (Ludtke
et al., 1999). While these other packages are designed to per-
form all necessary procedures to obtain a refined 3D struc-
ture from single particle images, the purpose of
FREALIGN has always been focused on refinement and
3D reconstruction. The algorithms in FREALIGN were first
implemented in 1996 to provide an efficient way to calculate
reconstructions fully corrected for the contrast transfer func-
tion (CTF) of the electron microscope. This development
coincided with similar developments for SPIDER (Zhu
et al., 1997). The new algorithms in FREALIGN also intro-
duced an efficient procedure for refining 3D structures by
working entirely in Fourier space. This considerably acceler-
ated the CTF correction and calculation of projections to
match the images of single particles. CTF correction and
high-resolution refinement are now also routinely included
in other image processing packages. Nevertheless,
FREALIGN implements one of the fastest refinement and
reconstruction algorithms, and it has produced some of the
highest resolution single particle structures (Cheng et al.,
2004; Fotin et al., 2004; Furst et al., 2003; Rosenthal and
Henderson, 2003). It is entirely written in Fortran 77
and currently can read image files in the MRC/CCP4 and
SPIDER format. It is usually run as part of a shell script that
provides the necessary control parameters and input/output
files names.

3. Basic algorithm

The main part of the algorithm implemented in
FREALIGN has been described previously (Grigorieff,
1998) and performs three tasks: CTF correction of the image
data, 3D reconstruction, and refinement of the reconstruc-
tion. The CTF is calculated including astigmatism and both
amplitude and phase contrast, with defocus parameters
determined previously (e.g. using CTFFIND3, Mindell
and Grigorieff, 2003). The Fourier transform of the image
of a single particle is then multiplied by the CTF and the
image phases are shifted to move the particle to the image
center, according to the particle’s x, y translation determined
in a previous alignment step. After an inverse Fourier
transform a circular mask with radius RO (see below) and
a cosine edge is applied to mask out noisy background. After
Fourier-transforming a third time the image phases are
shifted to move the particle to the origin of the image. The
two-dimensional (2D) Fourier transform of the image is then
oriented in 3D according to the angles determined in a previ-
ous alignment cycle and added to the 3D Fourier transform
of the new reconstruction. Since, in general, the sample
points of the discrete 2D Fourier transform of the image will
not coincide with sample points of the Fourier transform of
the reconstruction, an interpolating function has to be used.
Such a function is derived from the Fourier transform of a
box with dimensions equal to the dimensions of the recon-
structed volume. Thus, in the interpolation step, a box trans-
formation is centered on each sample of the 2D Fourier
transform of the image and evaluated at the nearest neighbor
of the 3D Fourier transform of the reconstruction. In the
process of the reconstruction from images of all particles,
sums are accumulated at each sample point of the 3D Fourier
transform:

Ri ¼
P

jw
2
j b2cjP ij

f þ
P

jðwjbcjÞ2
ð1Þ

Here, Ri represents sample i in the 3D Fourier transform of
the reconstruction, Pij is a sample from the Fourier trans-
form of particle image j (before CTF correction) contribut-
ing to sample Ri, cj is the CTF for image j corresponding to
that point in the image, b is the box transformation, and wj

is a weighting factor describing the quality of the image. f is
a constant, similar to a Wiener filter constant, which pre-
vents over-amplification of terms when the rest of the
denominator is small. A Wiener filter constant represents
the noise level in the data which varies for each sample
Ri. However, the noise level is not explicitly determined
here, and f is set to a fixed value keeping a balance between
noise amplification and signal reproduction at each point.
Since data are normally collected at different defocuses
the term f has its largest effect at low resolution where
the sum in the denominator assumes its smallest values. f

is set to be 10% of the average value (averaged over all
samples in the 3D Fourier transform) of the sum in the
denominator. Since the image of a particle recorded in
the microscope has the CTF already applied once in the
microscope, one can write

P ij ¼ cjOij ð2Þ
with Oij the sample of the Fourier transform of the projec-
tion of the original particle. Oij is never actually observed in
the microscope. However, when combining Eqs. (1) and (2)
it becomes clear that Eq. (1) represents a least-squares fit of
sample Ri to all samples Oij with sample weights wjbcj. A
similar least-squares fit was used in the merging of images
obtained from viruses by electron cryo-microscopy
(Bottcher and Crowther, 1996; Bottcher et al., 1997). The
weighting factor wj allows weighting of contributions from
individual images according to their correlation coefficients
with the reference. The weighting factor is given as

wj ¼ expð�apjg
2Þ ð3Þ

where g is the spatial frequency in Å�1, pj is the arc cosine
of the correlation coefficient between image j and the refer-
ence and a is a constant converting the phase residual into
an appropriate temperature factor (see Eq. (5)).
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The reconstruction described by Eq. (1) is corrected for
the CTF and, therefore, accomplishes the first two tasks
listed above. For refinement, the Fourier transform of the
image is oriented in 3D according to the previously deter-
mined particle angles and the image phases are shifted to
move the particle to the image origin. A weighted correla-
tion coefficient (Stewart and Grigorieff, 2004) is calculated
between the image Fourier transform and a 3D Fourier
transform of the reference. As before, the Fourier trans-
form of a box is used to interpolate between the two Fou-
rier transforms. To refine the particle angles and x, y

translation, a Powell optimization algorithm (Harwell
Numerical Library 1979, Harwell, UK) is used to maximize
the correlation coefficient for each image.

4. Running FREALIGN

Fig. 1 shows a flow chart with input and output data.
Input consists of control parameters needed to run
Fig. 1. Overview of input and output parameters and files for FREALIGN. Us
refinement and reconstruction. For repeated cycles, FREALIGN needs to
reconstruction and output particle parameters replace the inputs from the pre
FREALIGN, image data (particle image stack, 3D refer-
ence reconstruction) and particle parameters (Euler
angles, x, y translation, magnification, defocus and astig-
matism, arc cosine of the correlation coefficient). A list
of control parameters is provided in Table 1. Output
includes image data (refined 3D reconstruction—this
overwrites the input 3D reference, matching projections,
a number of 3D diagnostic files), refined particle param-
eters and changes in these parameters compared with the
input. FREALIGN performs one cycle of refinement. To
carry out several cycles, the refined 3D reconstruction
and new particle parameters have to be used as new
inputs for another FREALIGN cycle. This iteration is
usually performed as a loop in a script, for example a
shell script used to run FREALIGN. The script also
provides the control parameters and names of the input
and output files such as image files and particle
parameter files. Image files and particle parameters are
stored in separate text files. The flow chart in Fig. 2
ing the data provided on input, FREALIGN performs one cycle of particle
be called from a script, for example a shell script, and the refined 3D
vious cycle.



Table 1
List of control parameters used to run FREALIGN

Card 1 CFORM,IFLAG,FMAG,FDEF,FASTIG,FFLIP,IEWALD,FMATCH,FHIST,FBEAUT,FCREF
CFORM—Format of particle images and 3D reference structure (M or S for MRC or Spider format, respectively)
IFLAG—Mode of operation (can be �4, �3, 0, 1, 2, 3 or 4). See main text for more detail.
FMAG—Magnification refinement (F or T to disable/enable magnification refinement)
FDEF—Defocus refinement (F or T to disable/enable defocus parameter refinement)
FASTIG—Astigmatism refinement (F or T to disable/enable astigmatic angle refinement)
FFLIP—Flip second Euler angle during a search with IFLAG >1 or IFLAG <0 (F or T to disable/enable, this option doubles
the number of search angles tried in a search)
IEWALD—Ewald sphere correction (0 to disable, 1 or 2 to enable using a simple or reference-based correction, �1 or �2 to
enable correction with reversed handedness of the reconstruction)
FMATCH—Matching projections (F or T to disable/enable output of matching projections)
FHIST—History of ITMAX randomized trials in a search (F or T to disable/enable output)
FBEAUT—Real-space symmetrization (F or T to disable/enable symmetrization)
FCREF—Figure-of-merit filter (F or T to disable/enable application of the filter to the final reconstruction)

Card 2 RO,RI,PSIZE,WGH,XSTD,PBC,BOFF,DANG,ITMAX,IPMAX
RO, RI—Outer and inner radius of the mask in Angstrom that is applied to the 3D reconstruction before output. A mask with
radius RO is also applied to the input particle images
PSIZE—Pixel size in Angstrom of the input and output 3D reconstruction
WGH—Amplitude contrast used in the contrast transfer function correction
XSTD—Threshold to for masking the input 3D structure (XSTD > 0, this is similar to solvent flattening) or the input particle
images (XSTD < 0). In both cases, tight and shape-dependent masks are derived from a low-pass filtered input 3D structure.
XSTD = 0 disables this function
PBC—Resolution-dependent weighting of particle images for 3D reconstruction. A small value, for example 4, results in stronger
discrimination between particles with different phase residuals while a large value, for example 100, results in approximately equal
weighting of all particles
BOFF—Approximate value of the average phase residual of all particles used for reconstruction
DANG—Angular step size in degrees to generate equally spaced search angles, for example 10
ITMAX—Number of randomized search trials, for example 10
IPMAX—Number of potential matches in a search to be refined further to find the best match

Card 3 MASK—[0/1] parameters to include in refinement (usually 1 1 1 1 1)

Card 4 IFIRST,ILAST—First and last particles to include

Card 5 ASYM—Symmetry required Cn, Dn, T, O, I, I1, I2 or N (can be zero)
Card 5a SYMOP—Symmetry matrix, only if N and N„0, ((SYMOP(J,K,I), J = 1,3), K = 1,3), I = 1,N

Cards 6–12 describe each dataset, terminating with RELMAG=0 (or �100 to disable calculation of a 3D reconstruction)
Card 6 RELMAG,DSTEP,TARGET,THRESH,CS,AKV,TX,TY

RELMAG—Relative magnification to apply (1.0)
DSTEP—Densitometer step size in microns for this data set (7.0)
TARGET—Target phase residual for search/refine (15.0)
THRESH—Worst phase residual for inclusion (90.0)
CS,AKV—Spherical aberration coefficient, acceleration voltage (2.0, 120.0)
TX,TY—Beam tilt in X, Y direction (0.0, 0.0)

Card 7 RREC,RMAX1,RMAX2,RBFACT—Resolution of reconstr., refinement low/high, B-factor
Card 8 FINPAT1—Particle image stack file name
Card 9 FINPAT2—Matching projections file name (if FMATCH=T)
Card 10 At least one of the following is required:

(a) FINPAR—Input particle parameter file, required if IFLAG=0,1,2,3,4
(b) NIN,ABSMAGPIN,IFILMIN,DFMID1IN,DFMID2IN,ANGASTIN,MORE—if IFLAG <0

NIN,ABSMAGPIN,IFILMIN—Number of particles, magnification, film number
DFMID1IN,DFMID2IN,ANGASTIN—Defocus and astigmatism
MORE—If set to 1 then more cards, if set to 0 then terminate card 10
For option (b), the information on these cards is used to create a new parameter file

Card 11 FOUTPAR—Output particle parameter file
Card 12 FOUTSH—Output particle parameter shift file (parameter changes compared with input)

Card 13 F3D—3D reference structure for input and refined structure for output (overwrites input)

Card 14 FWEIGH—3D weights file for output (sum of weights in the denominator of Eq. (1))

Card 15 FQF—3D Q-factor file for output (Q-factors for each voxel in Fourier space)

Card 16 FAMP—3D amplitude standard deviation file for output (rms amplitudes in Fourier space)

Card 17 FPHA—3D phase residual file for output (average phase diff. between images and reference)

Card 18 FPOI—3D point spread function for output (indicating anisotropies in resolution in real space)

Each card contains one line of parameters.
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Fig. 2. Flow chart of operations performed by FREALIGN. For the refinement of a structure, particle parameters from a previous refinement cycle are
read in together with a 3D reference structure. Particle images are sequentially read from a stack and their orientational and translational parameters are
refined locally. Finally, a reconstruction calculated using the improved particle parameters is written out. Other options, not included in the diagram,
include global parameter search algorithms and refinement of microscope parameters, such as magnification, defocus and astigmatism.
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provides more detail on the internal operations in FRE-
ALIGN. Many of the operations are self-explanatory,
but some of the operations are discussed further in the
following.
4.1. Control parameters (Table 1)

FREALIGN can be used for an initial parameter
search, for refinement and for 3D reconstruction.



Table 2
List of Fortran parameters to set the size of some arrays used in FREALIGN

NN1 Maximum pixel dimensions of particles (for example, 128)
NNBIG Maximum pixel dimensions for padded reference structure generated inside FREALIGN (for example, 512). The padding

accelerates some interpolation steps (see main text). NNBIG has to be at least as big as NN1 and can be as big as four times
NN1 to achieve best performance

NNPART Maximum number of particles from all input data sets that can be processed (for example, 150000)
NNSTAT Flag to switch the calculation of output statistics (output files FQF, FAMP, FPHA and FPOI) on (NNSTAT = 1) or

off (NNSTAT = 0). Switching output statistics off lowers the memory requirements to run FREALIGN
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The mode of operation is controlled by an integer called
IFLAG that can assume 0 (reconstruction only), 1 (local
parameter refinement followed by reconstruction), 2 (local
refinement with ITMAX random starting angles), 3 (sys-
tematic parameter search), 4 (systematic search with
ITMAX random starting angles and subsequent local
refinement), �4 (similar to 4, but with the creation of a
new particle parameter file) and �3 (similar to 3, but with
the creation of a new particle parameter file). Local refine-
ment refers here to optimization using a Powell conjugate
gradient algorithm that starts from a previous estimate of
the parameters while systematic search refers to a grid
search over the entire parameter space. Modes 0 and 1
are the standard modes for reconstruction and refinement.
Mode 2 is useful for testing, after refinement, whether the
final particle parameters represent a global optimum or
whether other, better alignment parameters can be found.
In this mode, many different random starting angles are
tested. The number of starting angles to be tested is given
by the control parameter ITMAX that could, for example,
be set to 100. Ideally, for a refined structure, this random-
ized search should not find different parameters for most of
the particles. Mode 3 is used to determine initial parame-
ters for particles when a 3D reference structure is available.
The angular step size for the systematic search is given by
DANG, and angles are calculated according to a formula
given by Penczek et al. (1994). Option �3 is useful, in this
respect, because it also creates a parameter file that would
otherwise have to be created by the user from scratch with
randomly assigned parameters. Option 4 is a combination
of mode 2 and 3. In this mode, repeated systematic searches
are carried out as for mode 3, but each systematic search
starts with random starting angles. This allows two differ-
ent search strategies. In the first strategy, the number of
repeated systematic searches (parameter ITMAX) is small
(e.g. 5) and the angular step size (DANG) is also small
(e.g. 5 degrees), resulting in a tight, but time-consuming
search. In the second strategy, the number of repeated
searches is large (e.g. 100) and the angular step size is also
large (e.g. 100 degrees). In some studies it was found that
the second strategy is more successful in identifying the
correct orientation of particles (Rosenthal and Henderson,
2003).

Other control parameters can be set to enable refinement
of CTF parameters (FDEF, FASTIG) and magnification
(FMAG), to write out matching projections (FMATCH),
to correct for the Ewald sphere curvature (IEWALD, Wolf
et al., 2006), to impose real-space symmetry on a recon-
struction (FBEAUT) or to apply a filter based on a fig-
ure-of-merit to the reconstruction (FCREF, Rosenthal
and Henderson, 2003). If a symmetry operator is supplied
on input (ASYM), the symmetry is always imposed on
the reconstruction by inserting multiple copies of the Fou-
rier transform of the image into the Fourier transform of
the structure that is being reconstructed, using all possible
symmetry-related orientations. The option FBEAUT only
controls an additional real space symmetrization of the
structure at the end of the reconstruction process. This is
sometimes useful in removing small asymmetries in the
reconstruction that arise from interpolation errors in reci-
procal space. Finally, the exclusion of any of the five par-
ticle parameters (three Euler angles and x, y translation)
from the search or refinement can be controlled by the
MASK parameter that is usually set to 1 1 1 1 1 (all param-
eters are active). Setting any of the MASK entries to 0 will
deactivate the corresponding parameter (Euler angles psi,
theta, phi; translations x, y), which can be useful in certain
procedures where only some parameters should be refined.

4.2. Parameters in the Fortran code (Table 2)

There are a few parameters that determine the dimen-
sions or arrays in FREALIGN. They are all set in the For-
tran file frealign_vX.f where X is the program version and
currently equal to 7. The parameter determining the maxi-
mum linear dimensions of input particle images and the 3D
reference structure is NN1. It is set, for example, to 128. A
second parameter that determines the amount of padding
of the 3D reference structure (see below) is NNBIG. It
has to be greater or equal to NN1 and, if system resources
allow it, should be set to four times the linear dimensions of
the input 3D reference structure. The parameter NNPART
determines the maximum number of particles that can be
used (see below) and is set, for example, to 150000. When
one of these parameters is changed the program needs to be
recompiled. To avoid the need to recompile for every new
project, the dimensions should be set to the maximum val-
ues possible given the available system memory. The sys-
tem memory requirements for running FREALIGN are
determined mainly by the parameters NN1 and NNBIG.
When NN1 = NNBIG = 256, about 900 MB of memory
are needed. When these two parameters are set to 512,
about 5.8 GB are needed. An approximate formula for
the needed system memory M (in bytes) is
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M ¼ 40 �NN13 þ 4 �NNBIG3 þ 200 � 106: ð4Þ
It should be noted that the pixel dimensions of particle
images and 3D structures is limited to even numbers.

The evaluation of some statistical output arrays (FQF,
FAMP, FPHA and FPOI, see Fig. 1) can be disabled by
setting the Fortran parameter NNSTAT to 0 (it is normally
set to 1). Disabling the statistical arrays reduces the mem-
ory requirements of FREALIGN substantially, to about

M ¼ 24 �NN13 þ 4 �NNBIG3 þ 200 � 106: ð5Þ
4.3. Multiple data sets

It is possible to supply multiple data sets on input. These
data sets can differ in their native magnification, micro-
scope parameters (spherical aberration coefficient Cs, accel-
eration voltage, beam tilt) and the resolution interval that
should be included in the refinement and reconstruction
(control parameters RMAX1 and RMAX2, see Table 1).
Thus, data sets collected on different days and on different
microscopes can be merged. Each data set requires the
input of a separate particle image stack and a parameter
file. Currently, up to 20 separate data sets can be used,
and up to 150000 particles can be included in total. The
limit of the number of particles can be increased, however,
by changing the dimension variable NNPART in the For-
tran source code (see above).

4.4. Particle parameters

Euler angles, translation, magnification and defocus are
defined for each particle image in a stack. These parameters
are stored in separate text (ASCII) files for each data set
and the file names are provided on input. The conventions
used for the Euler angles are the same as those used in SPI-
DER (Frank et al., 1996). First, the object is rotated clock-
wise around the z-axis (angle phi), followed by a clockwise
rotation around the y-axis (theta) and a clockwise rotation
around the new z-axis (psi). The translations are given in
pixels. It is important that the order of particles in the
parameter file corresponds with the order of particles in
the stack. Furthermore, in the parameter file, the micro-
graph from which each particle was chosen is noted. It is
important that particles from the same micrograph are
kept together in the parameter file to facilitate the input
of all parameters from one micrograph when the magnifi-
cation or CTF parameters are to be refined. The refinement
of these parameters is done for entire groups of particles
from single micrographs to boost the signal and accuracy
of the refinement. However, if data are included in the
refinement at a resolution higher than 10 Å, as specified
by the control parameter RMAX2, the refinement of
CTF parameters is done individually for each particle.

In a refinement, the parameters from a previous cycle
are read in, refined, and written out into a new parameter
file. Any changes in the parameters are recorded in a
parameter shift file that can be used to track the conver-
gence of the refinement. The image stack is not altered,
nor is a new stack created with images in their refined ori-
entation and translation. Therefore, the parameter file con-
tains all the information needed to reconstruct a structure
from the original, windowed particles. This strategy saves
storage space because it does not duplicate the image stack,
which is often quite large. It also avoids the accumulation
of interpolation errors that may arise from repeated rota-
tion and translation of the images. The output parameter
file also records the weighted correlation coefficient
between particle and reference (see below) and its change
from the previous cycle. For historical reasons, the correla-
tion coefficient is converted, using the arc cosine function,
to produce a number that corresponds, to some degree,
with a phase residual. Therefore, in a successful refinement,
the recorded ‘phase residuals’ (PRES) in the parameter file
will become smaller.

4.5. Data flow

After reading control and particle parameters, search
angles are generated if IFLAG is greater than 1 (or nega-
tive). For the purpose of this discussion, the case of local
refinement is considered (IFLAG = 1). In this case, the
3D reference structure is read in (see Fig. 2). Depending
on the available system memory, this structure is padded
to twice or four times the dimensions of the original struc-
ture before Fourier transformation. The padding leads to
an over-sampling of the Fourier transform and improved
interpolation when calculating projections (central sections
through the Fourier transform). The amount of padding is
determined in the program by the Fortran dimension var-
iable NNBIG (see above). For example, for fourfold pad-
ding, NNBIG has to be at least four times the linear
pixel dimension of the input 3D reference structure. When
fourfold padding is possible, the calculation of central sec-
tions is significantly accelerated because the interpolation
between the 3D array of the reference structure and the
2D array of the central section is reduced to include only
the nearest neighbor.

An input 3D structure is required for any type of refine-
ment or search, when matching projections are to be gener-
ated, or when the 3D reference structure is used to derive
masks (XSTD not equal to 0). The type of mask used
depends on the sign of XSTD. For a positive value, the
3D reference is masked with a soft-edged mask derived
by thresholding a low-pass filtered version of the 3D
reference. The value of XSTD is taken as the threshold in
multiples of standard deviations above the mean of the
low-pass filtered reference. This process is analogous to sol-
vent flattening in X-ray crystallography. If XSTD is nega-
tive, its absolute value is also used to threshold a low-pass
filtered version of the 3D reference. However, the resulting
binary mask is not used to mask the 3D reference, but to
calculate projections corresponding with the particle imag-
es. These projections resemble the shape of the particles
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and, after applying a soft edge, are used as tighter ‘‘custom-
ized’’ masks for the input particle images.

FREALIGN is then ready to process particles, one at a
time. A particle image is read from the input image stack,
Fourier transformed, multiplied with the CTF, inverse-
Fourier transformed, masked (if XSTD is greater or equal
to 0, this is just a soft-edged circular mask), and Fourier
transformed again. The conventions for defocus values
and astigmatic angle are the same as in the MRC image
processing package (Crowther et al., 1996) and the pro-
grams CTFFIND3 and CTFTILT (Mindell and Grigorieff,
2003). The CTF multiplication before the masking avoids
some of the loss of high-resolution information, which is
contained in the fringes surrounding each particle, due to
the image defocus (Rosenthal and Henderson, 2003). Euler
angles and translation are refined by maximizing a weight-
ed correlation coefficient between particle image and pro-
jection (central section) of the 3D reference structure
(Grigorieff, 1998; Stewart and Grigorieff, 2004, see above).
The refinement starts off with parameters from a previous
refinement cycle and uses a Powell optimization algorithm.
Therefore, this refinement includes only a local search. For
a global search, one of the other modes of operation must
be used (IFLAG greater than 1). The search and refinement
can be influenced by amplification or attenuation of high-
resolution terms using the control parameter RBFACT
(Rosenthal and Henderson, 2003). Fourier terms in the
particle image are multiplied by

wB ¼ exp½�RBFACT=4 � g2�: ð6Þ
As before, g is the special frequency in Å�1. Some impor-
tant notes concerning the use of RBFACT should be
made here. A non-zero value for RBFACT changes the
weighting of the Fourier terms in the particle image and
can be used to tune search and refinement operations.
However, a negative value for RBFACT that results in
the amplification of terms at higher resolution can cause
over-fitting and noise bias (Stewart and Grigorieff,
2004). Over-fitting leads to artificially high values in the
commonly used Fourier Shell Correlation (FSC) curve
to estimate the resolution of the reconstruction (Harauz
and van Heel, 1986). It also reduces the actual resolution
of the reconstruction. FREALIGN uses an automated
weighting scheme designed to optimize the refinement
(Stewart and Grigorieff, 2004). Setting RBFACT to a neg-
ative value (e.g. �1000) during a limited number of refine-
ment cycles (e.g. 3 cycles) may be useful in ‘‘shaking up’’
the particle parameters to lead the refinement out of local
optima. However, refinement cycles with non-zero
RBFACT values should always be followed by a few
refinement cycles (e.g. 5 cycles) with RBFACT set to zero
to ensure optimal weighting of particle image data and a
more reliable FSC curve.

Upon convergence of the refinement, the particle image
is inserted into the 3D Fourier transform of the reconstruc-
tion, and the refined parameters are written into a new
parameter file. A resolution-dependent weighting factor
wj (see Eq. (3)) is used to reflect the quality of the particle
(Grigorieff, 1998)

wj ¼ exp½�ðPRES� BOFFÞ=PBC � g2�: ð7Þ

PRES is the arc cosine of the weighted correlation coefficient
obtained in the refinement, BOFF is the average of PRES
values of all particles, and PBC is a constant set by the user.
BOFF can either be provided by the user and set to approx-
imately the average of all PRES values, or it can be set to 0 on
input and will then be calculated internally by using PRES
values listed in the input particle parameter file. The value
PBC determines how much weighting should be done: a large
value (e.g. 100) will make the weighting function relatively
insensitive to differences in PRES between particles, while
a small value (e.g. 4) will discriminate more between particles
with different PRES values.

Internally, two 3D Fourier transforms are updated, one
with even-numbered particles and the other with odd-num-
bered particles. The two reconstructions are used at the end
of the reconstruction process to evaluate the FSC curve for
estimating the resolution. Any changes in the parameters
are written into a separate file (see above). If matching pro-
jections are requested, the projection matching the particle
is written into a stack in a montage with the original parti-
cle image, for easy comparison. The matching projections
for particle images with pixel dimensions greater than or
equal to 128 are demagnified to enable a more efficient
visual inspection of the matching projections. A visual
inspection of matching projections is recommended to
ensure proper alignment of particles, especially when their
initial orientations are determined in a search.

When all particles have been processed, the sum of the
two reconstructions is inverse-Fourier transformed,
masked with a spherical mask and written out with other
files that provide information about the distribution of
the data in the reconstruction, errors, and a point spread
function (Grigorieff, 1998). A table indicating the FSC
curve (Harauz and van Heel, 1986), differential phase resid-
ual (DPR, Frank et al., 1981; Penczek et al., 1994), Q-fac-
tor (QFACT, Kessel et al., 1985; van Heel and Hollenberg,
1980) and spectral signal-to-noise ratio (SSNR, Unser
et al., 1987, 1989) is also written out.
4.6. Distributed computing

The refinement of N particles can easily be distributed
across many nodes of a computer cluster by running sever-
al instances of FREALIGN in parallel using IFLAG = 1.
Each instance processes a subset of particles that can be
specified with the control parameters (IFIRST, ILAST).
By setting the control parameter RELMAG in the line ter-
minating the list of input data sets to �100.0, the calcula-
tion of 3D reconstructions is omitted, speeding up the
refinement. RELMAG is used to set the nominal magnifi-
cation of a data set and is usually set to 1.0, except in the
line terminating the list of input data sets. When all
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parameters have been refined, the output parameter files
from all instances of FREALIGN can be combined and
used in a final run of FREALIGN to calculate a new 3D
reconstruction (IFLAG = 0). Shell scripts controlling the
distribution of FREALIGN jobs on a Linux or UNIX
cluster are included with the FREALIGN release. The
scripts allow specification of the number of processors that
should be used and they perform the partitioning of the
data. For this distribution method no special environment
is required, such as MPI or other parallel computing envi-
ronments. The only requirement is that all computers running
instances of FREALIGN have access through a network to
the same data disk to retrieve and store parameters.
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